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Abstract

The in¯uence of a high free-stream turbulent ®eld on a spatially evolving turbulent ¯at plate boundary layer is investigated using

large eddy simulation (LES) with a dynamic mixed subgrid-scale model. The evolutions of skin friction, heat transfer coe�cient, and

¯ow and thermal ®eld are presented and analyzed. The impact of free-stream turbulence on shear stress and velocity pro®les is

minimal, whereas substantial heat transfer augmentation is predicted together with a modi®cation of the temperature pro®les in the

logarithmic and wake regions. Ó 2000 Begell House Inc. Published by Elsevier Science Inc. All rights reserved.

1. Introduction

Our understanding of the turbulent mechanisms and in-
teractions between the large-scale structures in a turbulent
boundary layer and the small dissipative structures is limited.
The in¯uence of a very high free-stream turbulence on these
interactions is even less well understood, despite numerous
experimental studies undertaken over the last 20 year
(Maciejewski and Mo�at, 1992; Blair, 1983; Hancock and
Bradshaw, 1989).

This type of ¯ow is indeed one of the most important in-
dustrial heat transfer problems. Recent studies have shown
that the thermal ®eld is more sensitive to the free-stream tur-
bulence than the dynamic ®eld (Maciejewski and Mo�at,
1992). This di�erence in behavior underscores a relationship
between the temperature and velocity ®eld that is more com-
plex than implied by the passive scalar approach.

In this paper, spatial large eddy simulations of this ¯ow are
undertaken to elucidate some of these issues. The improved
version of Zang et al. (1993) of the ``dynamic subgrid-scale
eddy viscosity model'' (Germano et al., 1991) was used in the
present simulations. This dynamic mixed model (DMM)
computes locally the subgrid viscosity and di�usivity allowing
the model to not only capture the energy backscatter of the
small eddies towards the large ones, but also to exhibit the
correct asymptotic behavior in the vicinity of solid walls
without having to resort to a damping function. This latter
feature of the model allows us to undertake the study of the
in¯uence of a high free-stream turbulent on the dynamic and

heat transfer coe�cients, since these are not imposed via an
assumed law.

Many of the direct and large eddy simulations (LES) of
turbulent ¯ows performed to date are temporal simulations
(channel ¯ow, mixing layer). For the problem of interest here,
one cannot perform a temporal simulation, since there is no
periodicity in the streamwise direction. Consequently, we un-
dertook a spatial simulation of a ¯at plate turbulent boundary
layer, and had therefore to deal with the problem of open exit
and entrance boundary conditions. Whereas open boundary
conditions are well documented in the literature, very little
information is available on the prescription of entrance con-
ditions appropriate for this type of problem. Strictly, it is
necessary to prescribe a velocity ®eld with the correct turbulent
energy spectrum as well as the correct spatial coherence. An
inlet condition based on linear stochastic estimation (LSE) of
velocity time histories has been implemented for this study.
This approach allows us to obtain a fully turbulent ¯at plate
boundary layer from the beginning of the domain. The lon-
gitudinal domain length required is thereby substantially re-
duced and the major part of the calculation box is devoted to
the analysis of the problem rather than to the development of
the ¯ow. This new entrance condition, which are used for the
present simulations, will not be presented in this paper, but
readers are referred to P�eneau et al. (1999) and P�eneau (1999)
for a detailed presentation.

After a brief description of the numerical method and of the
dynamic mixed model (DMM) in Section 2, we present the
method adopted for obtaining the free-stream turbulent ®elds
and discuss the physical features and characteristics of these
®elds. In Section 4, we present the results for the high free-
stream turbulence cases, and analyze the structure of the
thermal and dynamic turbulent boundary layer. A detailed
examination of the ¯ow is also undertaken near the leading
edge of the ¯at plate when it is ®rst ``attacked'' by the high
free-stream turbulent ®eld.
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2. Numerical method and subgrid modeling

2.1. The LES equations and the subgrid-scale model

The governing equations for LES result from a spatial ®l-
tering of the Navier±Stokes equations. Since we use a ®nite
volume method, the ®lter is imposed by the discretization and
corresponds to the box-®lter �G�x0i ÿ xi� � 1 if jx0i ÿ xij6Di and
0 otherwise, where �Di is the local mesh spacing in the xi di-
rections. This implicit ®ltering is one of the attractive features
of the model since no averaging of the resolved ®eld is re-
quired. Decomposing the velocity ®eld into a resolved part V i

(directly computed by the code) and a subgrid part V 0i (the
unknown in the equations), i.e., Vi�~x; t� � V i�~x; t� � V 0i �~x; t�. We
obtain the following system of equations:

oV i

oxi
� 0;

oV i

ot
� oV iV j

oxj
� ÿ op

oxi
� o�2�m� mt�Sij ÿ Lij�

oxj
;

oT
ot
� oT V j

oxj
� o �D� DT �oT=oxj ÿ Lcj

� �
oxj

;

�1�

where Sij is the strain tensor and:

�a� Lij � V iV j ÿ V i V j; �b� Lcj � T V j ÿ TV j; �2�

Cij � V iV 0j � V jV 0i ÿ V iV 0j

�
� V jV 0i

�
; �3�

Ccj � T V 0j � V jT 0 ÿ T V 0j
�

� V jT 0
�
; �4�

�a� Rij � V 0i V 0j ÿ V 0i V 0j ; �b� Rcj � T 0V 0j ÿ T 0 V 0j ; �5�

�p � P � �Ckk � Rkk�=3; �6�
Lij; Lcj are calculated explicitly. The cross-terms Cij; Ccj and
Rij, Rcj, on the other hand, cannot be computed directly since
V 0i �~x; t� is unknown. Accordingly, these terms are modeled
using the classical concepts of subgrid viscosity and di�usivity
(Smagorinsky, 1963) in conjunction with the DMM of Zang
et al. (1993). Ckk and Rkk are incorporated into the pressure
terms because the incompressibility condition makes the
evaluation of �Ckk � Rkk� impossible. The subgrid viscosity
mt � f �~x; t� and di�usivity DT � f �~x; t� are calculated every
time step at each computational volume of the domain. For
further details on the DMM and the calculation procedure for
evaluating the subgrid viscosity and di�usivity, the reader is
referred to P�eneau et al. (1999).

2.2. The numerical method

The numerical simulations are carried out using the
JADIM code. The two-dimensional version of this code is
described in Magnaudet et al. (1995) and three-dimensional
version in Calmet and Magnaudet (1996); we only present here
a summary of the numerical method. The momentum and
scalar equations are discretized using a ®nite volume method
with a second-order centered scheme on a staggered grid. The
solution is advanced in time using a three-step Runge±Kutta
(RK) procedure. The nonlinear terms of each equations are
computed explicity while the di�usive terms are calculated
using the semi-implicit Crank±Nicholson (CN) algorithm. This
latter feature is particularly important for resolving the near-
wall region without prohibitively small time steps to maintain
numerical stability. To satisfy the incompressibility condition,

a Poisson equation is solved by combining a direct inversion in
the (x1; x2) plane with a spectral Fourier method, in x3 direc-
tion. The original version of JADIM uses a multigrid method
for the third direction. This method which works well in many
¯ows, seems to fail in the case of spatially evolving turbulent
¯ows. The use of a spectral Fourier method, which relies on
periodicity in the spanwise direction, not only increases accu-
racy but also results in signi®cantly faster computations.

2.3. Grid and physical parameters

Due to the problem of open boundary conditions set at
o2ui=ox2 � 0 for our simulations, the dimensions of the domain
are relatively large: Lx � 85d1; Ly � 50d1; Lz � 20d1, where d1

is the displacement thickness at the entrance of the domain.
The number of points in each direction are: Nx � 96; Ny � 96
and Nz � 64. In wall units, the mesh size in the longitudinal
and spanwise directions are: �Dx�;Dz�� � �38; 24�: Near the
wall, the mesh is re®ned in the normal direction, with the ®rst
point located at y� � 0:18. The Reynolds number at the
entrance, based on d1 is Red1

� 1620. The boundary layer
thickness at the entrance of the domain is d � 0:16 m and
around 0:18 m at the exit. We simulate an air ¯ow, therefore
Pr ' 0:72. The mean free-stream velocity is U � 1:23 m/s,
while the temperature of the free- stream ¯ow is set at T � 293
K. The wall temperature is T � 294 K. These parameter cor-
respond to the turbulent boundary layer under low free-stream
turbulence conditions.

3. The high free-stream turbulence ®eld

3.1. Generation of in¯ow boundary condition

To generate a high free-stream turbulence velocity ®eld,
we start from an initial ®eld composed of Oseen vortices of
random radii R and circulation C. For a spanwise vortex for
example, the velocity ®eld is expressed by:

u � C exp
ÿ��xÿ x0�2 � �y ÿ y0�2�

2R2

" #
�y ÿ y0�

R2
; �7�

v � ÿ
Z

ou
ox

dy and w � 0 m=s; �8�

where x and y are the coordinates along and normal to the
plate. The same kind of expression is used for the longitudinal
vortices. The radius R is chosen not to exceed d=2, 1 where d is
the thickness of the turbulent boundary layer 2 under the free-
stream turbulence ®eld. The lower bound for R is set at twice
the local mesh size, which ensures that at least four cells de®ne
a vortex in a given plane. The circulation is chosen in the range
�C=R� 2 �ÿb; b�, where the value of b depends on the desired
turbulent intensity. Only longitudinal xx and spanwise xz

vortices are generated. This does not imply that at the end the
turbulent ®eld has no transversal vortices. These vortices are
generated on a domain similar to the one used for the simu-
lation of the boundary layer. It is composed of the last 55 cells
in the direction normal to the ¯at plate of the domain pre-
sented in Section 2.3, and of 64 and 96 cells in the transverse
and longitudinal directions, respectively. The dimension of

1 This does not necessarily imply that at the end the free stream

turbulent ®eld has no structures larger than d, because of possible

pairing and merging.
2 For our problem d ' 0:17 m (d � 0:16 m at the entrance and

d � 0:18 m at the exit).
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these cells are the same as the domain presented in Section 2.3,
namely �Dx�;Dz�� � �38; 24� the only di�erence being that in
the longitudinal direction, no expansion of the cells is imposed
at the end of the domain. This domain has then the dimensions
Lx � 50d1; Ly � 41d1; Lz � 20d1, where d1 is the displacement
thickness at the entrance of the domain of the boundary layer
developing below the free-stream turbulent ®eld.

Once the initial velocity ®eld has been obtained, we start the
calculation with periodic condition in the longitudinal 3 and
spanwise directions and constant velocity at the upper and
lower limit of our domain. These latter boundary conditions
correspond to the ¯at plate turbulent boundary layer condition
at �y � d�, where u � 1:23 m/s, 4 v � w � 0 m/s. A typical
velocity ®eld obtained after a su�cient number of time steps is
illustrated in Fig. 1.

The entrance section of the spatial simulation is then de-
composed in two domains in direction y. Domain I extends
from the wall to the 41th plane �x; z�. Domain II contains the
55 planes up to the top of the computational domain described
in Section 2.3. To introduce the turbulent ®eld, for performing
the spatial simulation of the interaction with the ¯at plate
boundary layer, in domain II, we record �y; z� plane time his-
tories of this free-stream turbulence ®eld. In the inner part
(domain I) we use LSE (P�eneau, 1999) to construct time-
dependent entrance conditions. At the entrance, the height of
the domain I is greater than the boundary layer thickness. This
has been imposed for numerical stability purpose. The conse-
quence of this is that the interaction between the free-stream
®eld and the boundary layer does not take place till the
entrance.

3.2. Characteristics

In Fig. 2, we present typical turbulent intensities pro®les,
where Tu � urms=U and Iu � ����������������������������

u02 � v02 � w02
p

=k~Uk, where U is
the local mean velocity value for 0:176 y6 1 m which corre-
sponds to the ordinates of the ®rst and last cells of the domain
II. The evolution of Iu is consistent with the boundary con-
dition imposed on the free-stream turbulence, i.e., constant
velocity along the top and bottom of the domain. This implies

that the ¯uctuations of the normal velocity v vanish when
approaching these boundaries. As we move away from the
constant velocity boundaries, the vrms increase, reaching a
maximum near the middle of the domain, hence the shape of
the Iu pro®le results. The mean U velocity pro®le for the free-
stream turbulence ®eld was ®xed to a constant mean value of
1.23 m/s within �3% over a distance of d above the boundary
layer. This was motivated by the high sensitivity of the tur-
bulent boundary layer to the mean pressure gradient imposed
by the free-stream turbulent ®eld observed in earlier simula-
tions. Indeed, the ®rst simulations undertaken with a free-
stream turbulent ®eld with a mean velocity at the interface 10%
below the external mean velocity Ue exhibited a distinct
reduction of the skin friction coe�cient. This was observed
experimentally by Baskaran et al. (1989). Examination of the
longitudinal and transverse spectra shows that the turbulence
®eld is neither homogeneous nor isotropic.

This conclusion is con®rmed by the turbulent intensity
pro®les. To the question of how realistic such a turbulent ®eld
is, we note that the time evolution of the ®eld statistics shows a
decrease of the turbulent intensities as in grid turbulence. An
expression of the form K�t ÿ t0�ÿn

with n ' 1 provides a good
®t for these time evolutions (see Fig. 3).

The major di�erence between the experimental conditions
and the present simulations, is that the turbulent ¯at plate
boundary layer has not developed under the free-stream tur-
bulent ®eld. This results in the urms pro®le evolution shown in
Fig. 4. For our simulations, the turbulent ¯at plate boundary
layer ``senses'' the presence of the turbulent ®eld progressively.
Three simulations are presented in Fig. 4. They correspond to
di�erent levels of external turbulent intensities that will be

3 This is the reason for the absence of cell expansion in this direction.
4 This study is undertaken in collaboration with INRA for heat

transfer in a refrigeration chamber. Typical velocities are of the order

of 1 m/s.

Fig. 1. Typical high free-stream turbulent ®eld.

Fig. 2. Typical turbulent intensities pro®les.

Fig. 3. Typical temporal evolution of the turbulent intensity Tu of a

free-stream ®eld.
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discussed in the next section. From this ®gure, it is di�cult to
establish which value is signi®cant in driving the transfer of the
turbulent boundary layer. A strong decrease in the streamwise
direction of urms is observed just above the boundary layer,
while at about �0:8d; d� the opposite happens. It appears that
there is no unique way of characterizing the interaction
mechanism. Moreover, it might be expected that the dissipa-
tion length-scale seen by the boundary layer increases with
streamwise distance. The evolution of the dissipation length-
scale of the free-stream turbulent ®eld,

Leu � ÿu02
3=2
=�Udu02=dx�;

is presented in Fig. 5 for some of the cases treated, where
b � Tu=�Leu=d995 � 2� is a parameter used and de®ned by
Hancock and Bradshaw (1983, 1989). In this ®gure, the range
of length-scales is large. Nevertheless, the representativeness of
these dissipation length scales is questionable as they depend
on the interval over which the lengths are integrated. Two sets
of characteristic lengths are presented. One corresponds to the
external ®eld (domain II) and the other to the interaction re-
gion. For the same ¯ow condition, they provide quite di�erent
values. Furthermore, due to the intermittency of the boundary
layer free-stream turbulence interface, it is di�cult to say
which length-scale is seen by the boundary layer. Table 1
summarizes the turbulent intensity Tu for the three free-stream
turbulent ®eld cases A, B and C.

4. Results

4.1. In¯uence of the free-stream turbulence on the turbulent
boundary layer

The interpretation of the results is quite di�cult if we
restrict our analysis to what has been done in experiments.
Indeed, as pointed out in Section 3.2, the turbulent ®eld
penetrates the boundary layer progressively. Examining Fig. 6,
we can see that the in¯uence of the free-stream turbulence is
important at the entrance of the domain, where the Reynolds
number Rex is equal to 4:6� 105, and then progressively di-
minishes. The increase of Cf at the entrance may be explained
by the adaption of the ¯ow to the new conditions in the outer
zone.

The fact that for all free-stream turbulence intensities in-
vestigated here the increase in friction coe�cient is about the
same, is surprising. This is grist to mill for those who believe
that free-stream turbulence does not in¯uence the dynamic
properties of the boundary layer. Fig. 7 shows that, except for
a slight decrease in the logarithmic slope, the velocity pro®les
are similar to those observed experimentally. The wake van-
ishes while the viscous sublayer and logarithmic region are not
in¯uenced by free-stream turbulence. This is not the case for
the temperature pro®le (see Fig. 8) for which the slope of the
logarithmic region varies signi®cantly with Tu. Fig. 9 shows
that the evolution of the Stanton number follows the fric-
tion coe�cient for X 6 6:2 m. Considering the expression of
the Stanton number St � q00w=�qU1cp�Tw ÿ T1�� � �T �us�=
�U1�Tw ÿ T1��, where T � is obtained from T� � Pry� and
T� � �Tw ÿ T �=T �, the drop is consistent with the behavior of
a passive scalar subjected to the evolution of a velocity ®eld.
Indeed, we see that in this region the Stanton number increase,
with respect to the case of no external turbulence, is the same
for all Tu values. Since the free-stream turbulent ®eld enters

Fig. 5. Sample free-stream turbulent ®eld dissipation length-scale and

turbulent intensities.

Table 1

Turbulent intensity of the three free-stream turbulent ®elds presented

Case of

turbulence

Tu (%) at the

interface of the

domain I and II

Mean Tu (%)

in the domain II

A 7 6

B 12 11

C 21 21

Fig. 6. In¯uence of the free-stream turbulence on the dynamic char-

acteristic of the TBL.

Fig. 4. Evolution of typical longitudinal urms pro®les.
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the computational domain with a homogeneous temperature,
we cannot expect a strong thermal interaction in the ®rst cells
of the domain as the thermal boundary layer does not have to
merge with a turbulent thermal ®eld.

One of the most interesting features in Fig. 9 is the rapid
increase of the Stanton number for 6:26X 6 6:65 m, where a

net in¯uence of the free-stream turbulence intensity is ob-
served, indicating a strong thermal interaction between the
free-stream and the boundary layer.

As Fig. 4 shows, the turbulent intensity Tu in the wake of
the turbulent boundary layer increases with x. The di�erent
behavior of the thermal ®eld can be attributed to a higher
sensitivity to the level of turbulence in the wake. The various
thicknesses presented in Fig. 10 are curve-®ts using polyno-
mials with a maximum deviation of 3%. When compared to
the dynamic thickness presented in Fig. 6, we note that the
temperature ®eld is progressively in¯uenced by the free-stream
turbulent ®eld starting at the entrance. Moreover, higher Tu
values yield a larger increase in the integral thickness, consis-
tent with the observations of Dyban et al. (1977). A signi®cant
increase of the energy thickness

d3 �
Z dT

0

�U=U1��1ÿ �U=U1�2� dy

and of the thermal boundary thickness dT de®ned as the dis-
tance where T � 0:005Tw is observed, while at the same time
the enthalpy thickness

D �
Z dT

0

�U=U1���T ÿ T1�=�T1 ÿ Tw�� dy

is decreasing implying a ¯attening of the temperature pro®le.
The rapid fall of the Stanton number of X P 6:65 m is a

numerical artifact due to the increase in the longitudinal mesh
size, resulting in some numerical dissipation of the thermal and
dynamic ¯uctuations.

In Fig. 11, we present the turbulent energy production
pro®les for the three di�erent free-stream turbulent intensities.
These pro®les are compared to the result obtained with the
same code for the case of Tu1 � 0%. The increase in the
production is not signi®cant, despite the slight increase in
the friction coe�cient (�10%), and the peak of production
remains at about y� � 12.

The most important feature is the noticeable relative in-
crease of the turbulent energy production in the logarithmic
region and in the wake. The analogy with the hu0v0i pro®les (see
Fig. 12) indicates that the increase in turbulent energy pro-
duction is due to a reorganization of the free-stream structures
penetrating the boundary layer. Indeed, in the logarithmic and
wake regions hu0v0i � hu0v0i1, where hu0v0i1 is the mean value
of the correlation hu0v0i in the free-stream turbulent ®eld. We
see also that the peak of hu0v0i not only increases with Tu, but is
also displaced towards the wake. No modi®cation of the vis-
cous sublayer and bu�er region is observed in Fig. 12. This
may partly explain the weak increase in friction coe�cient in

Fig. 9. In¯uence of the free-stream turbulence on heat transfter

coe�cient (vertical lines represent the number of the cells from the

entrance of the domain in the streamwise direction).

Fig. 10. In¯uence of the free-stream turbulence on the thermal char-

acteristic of the TBL.

Fig. 8. In¯uence of the free-stream turbulence on the mean tempera-

ture pro®le.

Fig. 7. In¯uence of the free-stream turbulence on the mean velocity

pro®le.
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our simulation. Examination of Fig. 13 underlines that the
increase of the kinetic energy linked to the reorganization of
the structures when penetrating the boundary layer induces an
important increase of the thermal ¯uctuations and hence of the
Stanton number.

4.2. In¯uence of free-stream turbulence on the structure of the
boundary layer near the leading edge

The problem linked to the progressive in¯uence of the free-
stream turbulent ®eld on the dynamic and thermal boundary
layer presented above did not allow us to faithfully reproduce
the conditions under which experiments were conducted. To
achieve this goal and examine if the history of the development
of the boundary layer under a free-stream turbulent ®eld has
an in¯uence on the heat and dynamic transfer, we undertook a
simulation of the arrival of a highly turbulent ®eld on the
leading edge of a ¯at plate. Fig. 14 shows a schematic of the
numerical simulation discussed in this section. It is the laminar
region which is of interest in this section. LES of this ¯ow was
performed for case B and C of the turbulent ®elds presented
earlier. The simulations are performed from the leading edge
�Rex � 0� to a Reynolds number of 38 000 in ®ve successive
spatial simulations performed on the domain of calculation in
which the turbulent ®elds have been created (P�eneau, 1999).

The analysis of the dynamic and thermal ®eld near the
leading edge of the ¯at plate shows streak-like structures ap-
pearing in the viscous region of the boundary layer. The energy
of these structures increases with streamwise distance (P�eneau,
1999) and accounts for production of turbulent energy as
shown in Fig. 15. The amplitude of the peak of hu0v0ioU=oy is
of the same order as in a fully turbulent boundary layer for a
Reynolds number of 38 000, and underlines the fact that a kind
of ``bypass'' transition occurs as a result of the high free-
stream turbulence.

The formation of a wake region in the boundary layer in
Fig. 16 con®rms this bypass transition and is consistent with
the observations of Dyban et al. (1977). The di�erence of slope

Fig. 12. In¯uence of the turbulent free-stream on the Reynolds stress

hu0v0i.

Fig. 13. In¯uence of the free-stream turbulence on the Reynolds stress

hT 0v0i at i � 64.

Fig. 14. Evolution of a boundary layer under the in¯uence of a high

free-stream turbulent ®eld.

Fig. 15. Spatial evolution of the production of turbulent energy inside

the boundary layer.

Fig. 11. In¯uence of the free-stream turbulence on the turbulent en-

ergy production pro®le at i � 64.
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of the velocity pro®le shows the signi®cant increase of the
friction coe�cient compared to the laminar value of the
Blasius pro®le. Similar increases in wall transfer rates are also
observed for the corresponding thermal ®eld as shown in
Fig. 17.

In Fig. 18, we see that at Rex � 31000 the relative increase
of friction coe�cient and Stanton number is 100% and 70%,
respectively, for a free-stream urms � 0:11 m/s with Tu � 9%.
These ®gures highlight many important phenomena occurring
between the free-stream turbulent ®eld and the ¯at plate
boundary layer during the initial phase of interaction, and the

primary importance of the history of the development of the
boundary layer under the free-stream ®eld. This also helps to
explain some of the contradictory experimental results re-
ported in the literature which can be attributed to the di�erent
experimental conditions.

We now propose an interpretation of the interaction
mechanism between the free-stream and the boundary layer.
As shown in Table 1, the turbulent ®eld B has initially a mean
turbulent intensity of Tu � 11%. Examining Fig. 19, we see
that the outside (y P d the boundary layer thickness) turbulent
intensity is 9%. The decrease with respect to the initial value is
mainly due to the natural dissipation of energy with stream-
wise distance. What is more interesting in Fig. 19 is the peak of
urms inside the boundary layer. This is higher than the maxi-
mum urms initially in the turbulent ®eld B. The analysis of the
turbulent intensity vrms before and after the turbulent ®eld B
had interacted with the ¯at plate shows that an important
amount of the vrms energy has been transferred to the U ve-
locity ®eld in the ®rst instants of the interaction. This transfer
explains the urms pro®le of Fig. 19, and is due to the reorga-
nization of the ¯uctuations of the free-stream turbulent ®eld
induced by the shear. The reorganization is at the origin of the
appearance of streak-like structures. These structures then feed
the production of turbulent energy, while maintaining the urms

level in the boundary layer. For the temperature ®eld, the
importance of the Reynolds stress hv0T 0i underlined in the
previous simulation is con®rmed. This stress is certainly the
main vector by which turbulent energy enters the thermal
boundary layer (P�eneau, 1999). The di�erence of behavior
between the dynamic and thermal ®eld observed in the nu-
merous experiments (Maciejewski and Mo�at, 1992) is veri®ed
in these simulations with a faster thickening of the thermal
boundary layer than the dynamic one. At Rex � 31000;
dT � 1:5d, the wake region appears sooner in the thermal
boundary layer and is larger than that for the dynamic
boundary layer for the same Reynolds number. Further
downstream, these features of the thermal ®eld can be
destabilizing and result in higher sensitivity to external per-
turbations.

5. Conclusions

Large eddy simulations of a spatially evolving boundary
layer under high free-stream turbulence were undertaken using

Fig. 17. Temperature pro®le of the boundary layer developed under a

high free-stream turbulent ®eld.

Fig. 18. Evolution of the friction coe�cient Cf and Stanton number

St.

Fig. 19. Turbulent intensity pro®les inside the boundary layer. No

symbol (upper curve): urms; r: wrms; � (lower curve): vrms; Ð: Rex �
24000; - - -: Rex � 25800; ± � ±: Rex � 27600; � � �: Rex � 29400; ±±±:

Rex � 31200.

Fig. 16. U velocity pro®le of a boundary layer.
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a dynamic mixed subgrid-scale model allowing integration to
the wall. An e�ective method for generating free-stream tur-
bulence and inlet boundary conditions were presented. Several
factors make the analysis and interpretation of the results
di�cult. The problem in estimating the dissipation length scale
perceived by the boundary layer was discussed. In agreement
with experimentally observed trends, the simulations indicate a
much greater sensitivity of the thermal ®eld to free stream
turbulence. The progressive penetration of the free-stream
turbulence into the boundary layer may explain the relative
insensitivity of the dynamic boundary layer to free-stream
turbulent intensity. Whereas the velocity pro®les remain es-
sentially unperturbed, the temperature pro®les exhibit a disp-
pearance of the logarithmic region as well as a noticeable
increase in the wake region with increasing free-stream tur-
bulent intensity. This is accompanied, in the second half of the
¯ow, by a rapid increase in the wall heat transfer coe�cient as
well as in the characteristic thicknesses of the thermal
boundary layer. Based on an analysis of the various Reynolds
stresses, it appears that the augmentation of the Stanton
number correlates with hv0T 0i. To further investigate the in-
¯uence of the development history of the boundary layer under
a high free-stream turbulence ®eld, new simulations were car-
ried out in which the free-stream turbulent ®eld attacks the ¯at
plate from the leading edge. These simulations con®rm the
importance of the hv0T 0i Reynolds stress in the interaction
mechanisms between the constant temperature external tur-
bulent ®eld and the thermal boundary layer. The history of
development of the dynamic boundary layer plays an impor-
tant role in the increase of the dynamic transfer. A kind of
``bypass'' transition is observed giving rise to mechanisms of
turbulent energy production.
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